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#### Abstract

Given two sequences with lengths $m$ and $n$, the edit distance is the minimum cost required to transform one into the other. The classical operations involved in the traditional edit distance problem include insertion, deletion and replacement. In 2004, Gao et al. [5] proposed an algorithm for calculating the edit distance with nonoverlapping inversion, where an inversion may overlap the classical operations, but not another inversion. The time complexity of their algorithm is $\mathrm{O}\left(m^{2} n^{2}\right)$. In this paper, we introduce a new variant of the traditional edit distance problem, the edit distance with nonoverlapping inversion (EDI) problem, which is to determine the minimum edit distance with four operations: insertion, deletion, replacement and inversion. The used operations cannot overlap one another. We propose an efficient algorithm for the EDI problem. The time complexity is $\mathrm{O}\left(m^{2} n\right)$ in the worst case and $\mathrm{O}(m n)$ in the average case.
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## 1 INTRODUCTION

Given two sequences (strings), one can be transformed into the other by inserting, deleting, or replacing some characters. The edit distance is the total cost of these insertions, deletions and replacements used in the transformation. The traditional edit distance problem is to find the used edit operations, consisting of insertions, deletions and replacements, with the minimal cost. When the cost of one insertion or deletion is one, and the cost of one replacement is two, the edit distance problem becomes to finding the minimal number of insertions and deletions, without considering replacements.

Levenshtein [11] presented an algorithm to calculate the edit distance of two sequences with three classical operations, insertion, deletion and replacement in 1966. In 1970, Needleman and Wunsch [13] presented a dynamic programming algorithm to align biological sequences such as DNA sequences or protein sequences. The alignment score can be seen as the similarity (opposite aspect of distance) of two biological sequences.

The similarity of DNA sequences is an important issue in bioinformatics. In the genome rearrangement problem, it finds the minimum mutation operations for the genome blocks. Besides the classical operations (insertion, deletion and replacement), there are some special operations for DNA sequences, such as reversal, inversion, and transposition. The genome rearrangement problem with overlapping operations has been proved to be NP-hard [4] and NPcomplete [15]. Some approximate algorithms for the overlapping operations were proposed in the 1990s, such as 2-approximation for overlapping reversals with $\mathrm{O}\left(n^{2}\right)$ time [9], 1.75-approximation for overlapping reversals with $\mathrm{O}\left(n^{2}\right)$ time [3], and 2.25-approximation for overlapping transpositions with $\mathrm{O}\left(n^{2}\right)$ time [20].

In 2004, Gao et al. [5] improved the algorithm presented by Schöniger and Waterman [14] and defined a new problem with nonoverlapping inversions. Their problem allows inserting or deleting characters after a substring is inverted, so the classical operations may overlap an inversion but an inversion cannot overlap another inversion. The time complexity of their algorithm is $\mathrm{O}\left(m^{2} n^{2}\right)$, where $m$ and $n$ denote the lengths of the two given sequences. In 2016, Ta et al. [16] proposed an algorithm for computing the mutation distance (including non-overlapping inversions and transpositions) of two sequences with the same length $n$. Hsu [6] improves the algorithm of Ta et al. by reducing the time complexity to $\mathrm{O}\left(n^{2}\right)$.

In the past, the longest common subsequence (LCS) (the opposite aspect of edit distance) and its variants have been studied extensively. Some examples include block edit distance [1], block


Figure 1: An example for transforming $A=$ agcacgag into $B=$ agatcgtggc with the edit cost $3 \omega_{\text {ins }}+\omega_{d e l}+\omega_{r}$.
alignment [18], constrained LCS [2], merged LCS [17], and so on. A comprehensive survey on the edit distance and related variants can be found in the article of Lin et al. [12].

In this paper, we define a new variant of the edit distance problem, the edit distance with non-overlapping inversion (EDI) problem (including non-overlapping insertions, deletions, replacements and inversions), and propose an efficient algorithm for solving it.

The organization of this paper is given as follows. Some preliminaries are described in Section 2. We first present a brute-force algorithm for the EDI problem with $\mathrm{O}\left(m^{2} n\right)$ time and space in Section 3. Then, one more efficient algorithm is presented in Section 4. There are two phases in the algorithm. We first build the needed tables for the inversions of the substrings, and then calculate the EDI distance by using these tables. The required time is $\mathrm{O}\left(m^{2} n\right)$ in the worst case. The analysis of the average time complexity $\mathrm{O}(m n)$ and experimental results are given in 5 . Finally, the conclusions are given in Section 6.

## 2 PRELIMINARIES

Suppose we are given two sequences $A=a_{1} a_{2} \cdots a_{m}$ and $B=$ $b_{1} b_{2} \cdots b_{n}$ with lengths $|A|=m$ and $|B|=n$, respectively, where $m \leq n . a_{i}$ denotes the $i$ th character of $A$. The substring of $A$ from positions $i$ to $j, a_{i} a_{i+1} \cdots a_{j}$, is denoted by $A_{i . . j}$. In this paper, $A$ and $B$ are over a finite alphabet $\Sigma=\{\mathrm{a}, \mathrm{t}, \mathrm{g}, \mathrm{c}\}$. Characters a and t are said to be complementary to each other, and so are $g$ and $c$. The complement of the character $a_{i}$ is denoted by $\overline{a_{i}}$. In other words, $\mathrm{a}=\overline{\mathrm{t}}, \mathrm{t}=\overline{\mathrm{a}}, \mathrm{g}=\overline{\mathrm{c}}$ and $\mathrm{c}=\overline{\mathrm{g}}$.

Traditionally, to transform sequence $A$ into $B$ can be considered as inserting/deleting/replacing some characters of $A$ in the proper positions to make $A$ and $B$ identical. The cost of each insertion, deletion and replacement is denoted by $\omega_{i n s}, \omega_{d e l}$ and $\omega_{r}$, respectively. The edit distance of $A$ and $B$ is the minimum cost to transform $A$ into $B$ [19]. Figure 1 shows an example for $A=$ agcacgag and $B=$ agatcgtggc. 3 insertions, 1 deletion and 1 replacement are used to make them identical. Thus edit cost for this transformation from $A$ to $B$ is $3 \omega_{\text {ins }}+\omega_{\text {del }}+\omega_{r}$. When it is set that $\omega_{\text {ins }}=\omega_{\text {del }}=\omega_{r}$, this cost is the minimum and thus it is the edit distance of $A$ and $B$.

Let $E D(i, j)$ denote the edit distance (minimum cost) to transform $A_{1 . . i}$ into $B_{1 . . j}$. The dynamic programming (DP) formula for solving the edit distance problem is given in Equation 1 [19].


Figure 2: An example of the EDI cost for $A=$ agcacgag and $B=$ agatcgtgge, which is $2 \omega_{\text {ins }}+\omega_{\text {inv }}$.

$$
\begin{align*}
& E D(i, j)= \min \left\{\begin{array}{l}
E D(i-1, j-1)+\omega\left(a_{i}, b_{j}\right) \\
E D(i-1, j)+\omega_{i n s} \\
E D(i, j-1)+\omega_{d e l}
\end{array}\right.  \tag{1}\\
& \text { for } 1 \leq i \leq m, 1 \leq j \leq n
\end{align*}
$$

In Equation 1, the function $\omega(a, b)$ denotes the cost when $a$ and $b$ are aligned together, given as follows.

$$
\omega(a, b)=\min \begin{cases}0 & \text { if } a=b  \tag{2}\\ \omega_{r} & \text { if } a \neq b\end{cases}
$$

In this paper, we define a new variant of the edit distance problem, called the edit distance with non-overlapping inversion (EDI) problem, which involves four operations: insertion, deletion, replacement and inversion. An inversion is a special operation for DNA sequences. The inverse of sequence $S$ is denoted by $\bar{S}$. The inversion operation is not only reversing the order of characters, but also replacing characters with their complements. For example, suppose that $S=$ acaaca. Then $S_{3 . .6}=$ aaca, and its inverse $\overline{S_{3 . .6}}=\overline{s_{6}} \overline{s_{5}} \overline{s_{4}} \overline{s_{3}}=$ tgtt.

Definition 1. (inversion) Given a sequence $S=s_{1} s_{2} s_{3} \cdots s_{n}$, an inversion operation from positions $i$ to $j$ is to reverse the order of substring $S_{i . . j}$ and replace each character with its complement. After the inversion is done, the result is $S_{1 . . i-1} \overline{S_{i . . j}} S_{j+1 . . n}=$ $s_{1} s_{2} \cdots s_{i-1} \overline{s_{j}} \overline{s_{j-1}} \cdots \overline{s_{i+1}} \overline{s_{i}} s_{j+1} \cdots s_{n}$, where $1 \leq i \leq j \leq n$.

Note that, in some researches [3, 7, 8], the operation that reverses the order of characters without replacing them by their complements is called a reversal.

Definition 2. (edit distance with non-overlapping inversion problem) Given two sequences $A$ and $B$ with lengths $m$ and $n$, respectively, the edit distance with non-overlapping inversion (EDI) problem is to determine the minimum cost required to transform $A$ into $B$ with the four operations: insertion, deletion, replacement and inversion. The used operations cannot overlap one another and their costs are denoted by $\omega_{i n s}, \omega_{d e l}, \omega_{r}$ and $\omega_{i n v}$, respectively.

Using the same sequences $A$ and $B$ in Figure 1, we give an example of the EDI problem in Figure 2 with EDI cost $2 \omega_{i n s}+\omega_{i n v}$. If the cost of each operation is one, the EDI distance is 3 , while the traditional edit distance is 5 .

It is interesting that the score (cost) of the replacement operation, or called the alignment, is not a constant in the alignment problem for biosequences. A score table, such as PAM250 or BLOSUM100, records the score of every protein replacement (alignment). The


Figure 3: The extension of an inversion set.
goal of the alignment problem is to align two given biosequences with the maximum score [18].

## 3 A BRUTE-FORCE ALGORITHM

In this section, we first present a brute-force algorithm for the EDI problem with $\mathrm{O}\left(m^{2} n\right)$ time and space. This algorithm can guide readers to understand the concept of our latter algorithm.

Definition 3. (inversion set) Given two sequences $A$ and $B$ with lengths $m$ and $n$, respectively, the inversion set $I_{i, j}=\left\{k \mid A_{i-k+1 . . i}=\right.$ $\left.\overline{B_{j-k+1 . . j}}, 1 \leq k \leq \min \{i, j\}\right\}$, for $1 \leq i \leq m, 1 \leq j \leq n$.

For example, suppose $A=$ acaaca and $B=\operatorname{tgttgt}$. There are two inversions ending at $a_{5}$ and $b_{6}$, which are $A_{1 . .5}=\overline{B_{2 . .6}}$ and $A_{4 . .5}=\overline{B_{5 . .6}}$. Thus, we have $I_{5,6}=\{2,5\}$.

Definition 4. (extension of an inversion set) Given an inversion set $I_{i, j}$, the extension of $I_{i, j}$ (to obtain $I_{i+1, j}$ or $I_{i, j+1}$ ) is to extend the lengths in $I_{i, j}$ by attaching one more character $a_{i+1}$ or $b_{j+1}$. $\operatorname{ext}\left(I_{i, j}, A\right)=\left\{k+1 \mid k \in I_{i, j} \cup\{0\}\right.$ and $\left.a_{i+1}=\overline{b_{j-k}}\right\} . \operatorname{ext}\left(I_{i, j}, B\right)=$ $\left\{k+1 \mid k \in I_{i, j} \cup\{0\}\right.$ and $\left.a_{i-k}=\overline{b_{j+1}}\right\}$.

Figure 3 illustrates the extension of an inversion set. With the extension concept, we have the following lemma.

Lemma 1. $I_{i, j}=\operatorname{ext}\left(I_{i-1, j}, A\right)=\operatorname{ext}\left(I_{i, j-1}, B\right)$.
Proof. $\operatorname{ext}\left(I_{i-1, j}, A\right)=\left\{p \mid p-1 \in I_{i-1, j} \cup\{0\}\right.$ and $\left.a_{i}=\overline{b_{j-p+1}}\right\}$, that is, $A_{i-p+1 . . i}=\overline{B_{j-p+1 . . j}}$. Assume that $g \in \operatorname{ext}\left(I_{i-1, j}, A\right)$. Then $A_{i-g+1 . . i}=\overline{B_{j-g+1 . . j}}$ and we have $g \in I_{i, j}$. Thus, $\operatorname{ext}\left(I_{i-1, j}, A\right) \subseteq$ $I_{i, j}$.

Assume that $f \in I_{i, j}$. Then $A_{i-f+1 . . i}=\overline{B_{j-f+1 . . j}}$ and $a_{i}=$ $\overline{b_{j-f+1}} \cdot A_{i-f+1 . . i}=A_{i-f+1 . . i-1}+\underline{a_{i} \text { and }} \overline{B_{j-f+1 . . j}}=$
$\overline{b_{j-f+1}+B_{j-f+2 . . j}}=\overline{B_{j-f+2 . . j}}+\overline{b_{j-f+1}}$. We have $A_{i-f+1 . . i-1}=$ $\overline{B_{j-f+2 . . j}}$. The length of $A_{i-f+1 . . i-1}$ is $f-1$ and then $f-1 \in$ $I_{i-1, j} \cup\{0\}$. Thus, $f \in \operatorname{ext}\left(I_{i-1, j}, A\right)$ and then $I_{i, j} \subseteq \operatorname{ext}\left(I_{i-1, j}, A\right)$. Combining the two facts, we get $I_{i, j}=\operatorname{ext}\left(I_{i-1, j}, A\right)$. That $I_{i, j}=$ $\operatorname{ext}\left(I_{i, j-1}, B\right)$ can be proved similarly. Therefore, the lemma holds.

Before calculating the distance, we build an inversion length table $\Theta$ that stores the lengths in all inversion sets. That is, we have to find every element $k$ in $I_{i, j}$ for any $i$ and $j$. $\Theta$ is a threedimensional matrix. If $A_{i-k+1 . . i}=\overline{B_{j-k+1 . . j}}$, we assign $\Theta(i, j, k)$ to 1 ; and $\Theta(i, j, k)=0$ if otherwise. That is, $\Theta(i, j, k)=1$ if and only if $k \in I_{i, j}$. Procedure 1 describes our method for building the inversion length table $\Theta$ by Lemma 1.

Let $D(i, j)$ denote the EDI between $A_{1 . . i}$ and $B_{1 . . j} . D(i, j)$ depends not only on insertions and deletions but also on inversions ending

```
Procedure 1 Computation of the inversion length table \(\Theta\).
    \(\Theta(i, j, k):=0\), for \(1 \leq i \leq m, 1 \leq j \leq n\) and \(1 \leq k \leq \min \{i, j\}\).
    for \(i:=1 \rightarrow m\) do
        for \(j:=1 \rightarrow n\) do
            if \(a_{i}=\overline{b_{j}}\) then
                \(\Theta(i, j, 1)=1\)
            for \(k:=1 \rightarrow \min \{i-1, j-1\}\) do
                if \(\Theta(i-1, j, k)=1\) and \(a_{i}=\overline{b_{j-k}}\) then
                    \(\Theta(i, j, k+1)=1 / / \operatorname{ext}\left(I_{i-1, j}, A\right)\)
```

at $a_{i}$ and $b_{j}$. With the inversion length table $\Theta$, we can calculate $D$ with the dynamic programming approach given in Equation 3. Our brute-force algorithm is presented in Algorithm 1.

$$
D(i, j)=\min \left\{\begin{array}{l}
D(i-1, j-1)+\omega\left(a_{i}, b_{j}\right)  \tag{3}\\
D(i-1, j)+\omega_{\text {ins }}, \\
D(i, j-1)+\omega_{\text {del }} l \\
D(i-k, j-k)+\omega_{\text {inv }}, \forall k \text { s.t. } \Theta(i, j, k)=1
\end{array}\right.
$$

```
Algorithm 1 The brute-force algorithm for EDI
    Compute \(\Theta\)
    for \(i:=1 \rightarrow m\) do
        for \(j:=1 \rightarrow n\) do
            \(d:=\min \left\{D(i-1, j-1)+\omega\left(a_{i}, b_{j}\right), D(i-1, j)+\right.\)
    \(\left.\omega_{\text {ins }}, D(i, j-1)+\omega_{\text {del }}\right\}\)
            for \(k:=1 \rightarrow \min \{i, j\}\) do
                if \(\Theta(i, j, k)=1\) then
                    \(d:=\min \left\{d, D(i-k, j-k)+\omega_{i n v}\right\}\)
```

Since there are three for-loops in Procedure 1, the time complexity of building the inversion length table $\Theta$ is $\mathrm{O}\left(m^{2} n\right)$, where $|A|=m \leq|B|=n$. Therefore, the time complexity of Algorithm 1 (brute-force for EDI) is $\mathrm{O}\left(m^{2} n\right)$ and the space complexity is $\mathrm{O}\left(m^{2} n\right)$.

## 4 AN IMPROVED ALGORITHM

In this section, we improve the method for establishing the inversion length table to reduce the time complexity. Some new definitions are given for this improvement.

Definition 5. (longest common proper prefix-suffix, LCPPS) Given a sequence $S$ with length $n$, the common proper prefix-suffix (CPPS) is the prefix and suffix of $S$ with length $p<n$ which are equal. That is, $S_{1 . . p}=S_{n-p+1 . . n}$. The longest common proper prefix-suffix (LCPPS) is the longest one in CPPS. If the LCPPS does not exist, the length of LCPPS is 0 .

For example, the CPPS's of acaaca are a and aca and its LCPPS is aca with length 3. The LCPPS of aaaaac does not exist, so the length of LCPPS is 0 .

Given a sequence $S$, the prefix function of the KMP algorithm [10] $f(j)=\ell$ calculates the largest $\ell$ less than $j$ such that $S_{1 . . \ell}=$ $S_{j-\ell+1 . . j}$. For example, Figure 4 shows the results of the prefix function for acaacaca. That is, the result of the prefix function $f(j)$ is exactly the LCPPS of $S_{1 . . j}$. Let $\delta(i, j)$ denote the LCPPS length


Figure 4: An example for the prefix function $f(j)$ of the KMP algorithm [10], which is $\delta(1, j)$ in our notation.

```
Procedure 2 Computing the \(\delta\) table for string \(A=a_{1} a_{2} \cdots a_{m}\)
    \(\delta(i, j):=0\), for \(1 \leq i, j \leq m\).
    for \(i:=1 \rightarrow m-1\) do
        for \(j:=i+1 \rightarrow m\) do
            \(\ell:=\delta(i, j-1)\)
            while \(\ell>0\) and \(a_{j} \neq a_{i+\ell}\) do
                \(\ell:=\delta(i, i+\ell-1)\)
            if \(a_{j}=a_{i+\ell}\) then
                \(\ell:=\ell+1\)
            \(\delta(i, j):=\ell\)
```

of $A_{i . . j}$. We modify the prefix function [10] to calculate $\delta(i, j)$, as shown in Procedure 2.

The time required for calculating the prefix function of a sequence $S$ with length $m$ is $\mathrm{O}(m)$ [10]. Procedure 2 calculates the prefix function for every suffix $A_{i . . m}$. There are $\mathrm{O}(m)$ suffixes of $A$. Thus, the time required for building $\delta$ is $\mathrm{O}\left(m^{2}\right)$.

Definition 6. (leftmost inversion) Given an inversion set $I_{i, j}$, the leftmost inversion ending at $a_{i}$ and $b_{j}$, denoted by $\lambda(i, j)$, is the inversion with maximum length in $I_{i, j}$. That is, $\lambda(i, j)=\max \{\ell \mid \ell \in$ $\left.I_{i, j}\right\}$.

Instead of trying all possible lengths to check whether they could be inversions or not, we store only the leftmost inversion with which we can find all other inversions. For example, suppose $A=$ acaaca and $B=\operatorname{tgttg}$. There are two inversions ending at $a_{5}$ and $b_{6}$, which are $A_{1 . .5}=\overline{B_{2 . .6}}$ and $A_{4.5}=\overline{B_{5 . .6}}$. So $\lambda(5,6)=$ $\max \left\{I_{5,6}\right\}=\max \{2,5\}=5$, which is the length of $A_{1 . .5}$.

There is a relationship between the leftmost inversion $\lambda$ and the LCPPS length $\delta$. Figure 5 illustrates an example of the relationship. Suppose that $A=$ acaaca and $B=\operatorname{tgttgt} . \lambda(5,6)=5$. Then $\lambda(6,6)=6$ since $a_{6}=\overline{b_{1}}$. As another example, suppose that $A=$ acaaca and $B=\operatorname{cgttgt} . \lambda(5,6)=5$ but $a_{6} \neq \overline{b_{1}}$. Then $\lambda(6,6)$ is the LCPPS length of $A_{1 . .6}$. That is, $\lambda(6,6)=\delta(1,6)=3$.

Lemma 2. Suppose that $\lambda(i-1, j)=\alpha$. If $a_{i}=\overline{b_{j-\alpha}}$, then $\lambda(i, j)=$ $\alpha+1$. Otherwise, $\lambda(i, j)=\delta(i-\alpha, i)$.

Proof. By definition, $\lambda(i, j)=\max \left\{I_{i, j}\right\}=\max \left\{\operatorname{ext}\left(I_{i-1, j}, A\right)\right\}$. $A_{i-\alpha . . i-1}=\overline{B_{j-\alpha+1 . . j}}$ since $\lambda(i-1, j)=\alpha \in I_{i-1, j}$. That is, $a_{i-\alpha+k}=\overline{b_{j-k}}$ for $0 \leq k \leq \alpha-1$. The prefix of $A_{i-\alpha . . i-1}$ with length $x$ can be denoted by $A_{i-\alpha . . i-\alpha+x-1,1 \leq x \leq \alpha}$.
$A_{i-\alpha . . i-\alpha+x-1}=\overline{B_{j-x+1 . . j}} \cdot A_{i-\ell . . i-1}=\overline{B_{j-\ell+1 . . j}}=A_{i-\alpha . . i-\alpha+\ell-1}$ for $\ell \in I_{i-1, j}, \ell<\alpha . A_{i-\alpha . . i-\alpha+\ell}=A_{i-\alpha . . i-\alpha+\ell-1}+a_{i-\alpha+\ell}=$ $\overline{B_{j-\ell+1 . . j}}+\overline{b_{j-\ell}}=\overline{B_{j-\ell . . j}}$.


Figure 5: An example for the relationship between the leftmost inversion $\lambda$ and the LCPPS $\delta$.

If $a_{i}=\overline{b_{j-\ell}}$ and $\ell \in I_{i-1, j}$, then $\ell+1 \in I_{i, j}$, that is, $A_{i-\ell . . i}=$ $\overline{B_{j-\ell . . j}}=A_{i-\alpha . . i-\alpha+\ell}$. Therefore, $\ell+1$ is the length of the CPPS of $A_{i-\alpha . . i}$. Let $\ell_{m}=\max \left\{\ell \mid \ell<\alpha \in I_{i-1, j}\right.$ and $A_{i-\ell . . i}=$ $\left.A_{i-\alpha . . i-\alpha+\ell}\right\} . \ell_{m}+1 \in I_{i, j} . \ell_{m}+1$ is the length of the LCPPS of $A_{i-\alpha . . i}$. If $a_{i}=\overline{b_{j-\alpha}}$, then $\max \left\{\operatorname{ext}\left(I_{i-1, j}, A\right)\right\}=\alpha+1$. Otherwise, $\max \left\{\operatorname{ext}\left(I_{i-1, j}, A\right)\right\}$ is the LCPPS length of $A_{i-\alpha . . i}$, that is $\delta(i-\alpha, i)$.

By Lemma 2, we can build the leftmost inversion table $\lambda$ with the recursive formula in Equation 4, where $\alpha=\lambda(i-1, j)$.

$$
\lambda(i, j)=\max \left\{\begin{array}{cl}
\alpha+1 & \text { if } a_{i}=\overline{b_{j-\alpha}}  \tag{4}\\
\delta(i-\alpha, i) & \text { if } \alpha>1, \\
1 & \text { if } a_{i}=\overline{b_{j}}, \\
0 & \text { otherwise }
\end{array}\right.
$$

Although we can find the leftmost inversions efficiently, we cannot calculate the EDI only with these leftmost inversions. For example, suppose $A=$ agcagag and $B=$ ctgctct. The EDI between $A$ and $B$ should be $2 \omega_{\text {inv }}$ which is $A_{1 . .5}=\overline{B_{1 . .5}}$ and $A_{6 . .7}=\overline{B_{6 . .7}}$. However, $A_{6 . .7}=\overline{B_{6 . .7}}$ is not a leftmost inversion. Note that $A_{4 . .7}=$ $\overline{B_{4 . .7}}$ is the leftmost inversion ending at $a_{7}$ and $b_{7}$. Therefore, we need to consider all inversions to get the correct EDI answer.

Given a leftmost inversion, we can find all other inversion lengths in the inversion set with LCPPS. For example, suppose that $A=$ acaaca and $B=\operatorname{tgttgt}$ (see Figures 4 and 5). Then, $\lambda(6,6)=6$. The LCPPS length of $A_{1 . .6}$ is $\delta(1,6)=3 \in I_{6,6}$. The LCPPS length of $A_{4 . .6}$ is $\delta(4,6)=1 \in I_{6,6}$. That is, $I_{6,6}=\{1,3,6\}$.

We have the following theorem for describing the CPPS relationship. And, Figure 6 illustrates the CPPS relationship in Theorem 1.

Theorem 1. Let $I_{i, j}=\left\{\ell_{1}, \ell_{2}, \ell_{3}, \cdots, \ell_{k-1}, \ell_{k}\right\}$ be an inversion set, where $\ell_{1}<\ell_{2}<\ell_{3}<\cdots<\ell_{k-1}<\ell_{k}$. Then, $\ell_{t-1}$ is the LCPPS length of $A_{i-\ell_{t}+1 . . i}$ for $2 \leq t \leq k$. That is, $\ell_{t-1}=\delta\left(i-\ell_{t}+1, i\right)$.

Proof. Let $x \in I_{i, j}$. That is, $A_{i-x+1 . . i}=\overline{B_{j-x+1 . . j}}$. If there exists $y \in I_{i, j}$ and $y<x$, then $A_{i-y+1 . . i}=\overline{B_{j-y+1 . . j}}=A_{i-x+1 . . i-x+y}$ since $A_{i-x+1 . . i}=\overline{B_{j-x+1 . . j}}$. Then, $y$ is the CPPS length of $A_{i-x+1 . . i}$. Therefore, for any $x, y \in I_{i, j}$ and $y<x, y$ is the length of CPPS


Figure 6: The CPPS relationship in Theorem 1.
of $A_{i-x+1 . . i}$. The CPPS lengths of $A_{i-\ell_{t}+1 . . i}$ are $\ell_{1}, \ell_{2}, \ell_{3}, \cdots$, and $\ell_{t-1}$. Thus, $\ell_{t-1}$ is longest CPPS length (LCPPS length) of $A_{i-\ell_{t}+1 . . i}$ for $2 \leq t \leq k$.

By Theorem 1, the improved algorithm for calculating the EDI with the inversion table $\lambda$ and the LCPPS length table $\delta$ is presented in Algorithm 2.

```
Algorithm 2 An improved algorithm for EDI
    Compute \(\delta\)
    Compute \(\lambda\)
    for \(i:=1 \rightarrow m\) do
        for \(j:=1 \rightarrow n\) do
            \(d:=\min \left\{D(i-1, j-1)+\omega\left(a_{i}, b_{j}\right), D(i-1, j)+\right.\)
    \(\left.\omega_{\text {ins }}, D(i, j-1)+\omega_{\text {del }}\right\}\)
            if \(\ell:=\lambda(i, j)>0\) then
                \(d:=\min \left\{d, D(i-\ell, j-\ell)+\omega_{\text {inv }}\right\}\)
                    while \(\ell:=\delta(i-\ell+1, i)>0\) do //Consider every
    inversion in \(I_{i, j}\)
                \(d:=\min \left\{d, D(i-\ell, j-\ell)+\omega_{\text {inv }}\right\}\)
            \(D(i, j):=d\)
```

Every entry of the $\lambda$ table can be calculated in constant time. The time required for building $\lambda$ is $\mathrm{O}(m n)$. In Algorithm 2, Line 5 includes the classical operations, which require $\mathrm{O}(m n)$ total time. Lines 6 through 9 include the inversion operations, which requires $\mathrm{O}(K)$ total time, where $K$ denotes the number of inversions in sequences $A$ and $B$. Therefore, the total time complexity of Algorithm 2 is $\mathrm{O}(m n+K)$. The space complexity is $\mathrm{O}(m n)$.

## 5 ANALYSIS OF THE TIME COMPLEXITY

We first analyze the number of inversions in sequences $A$ and $B$, denoted by $K$.

Definition 7. (substring pair) Given two sequences $A$ and $B$ with lengths $m$ and $n$, respectively, a substring pair with length $\ell$ is $A_{i . . i+\ell-1}$ and $B_{j . . j+\ell-1}$ for $1 \leq i, i+\ell-1 \leq m$ and $1 \leq j, j+\ell-1 \leq n$. The total number of all substring pairs with length $\ell$ is denoted by $N(\ell)$.

Lemma 3. Given two sequences with lengths $m$ and $n, m \leq n$, there are $O\left(m^{2} n\right)$ substring pairs.

| $I_{i, j}$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | 1 |  | 1 |  | 1 |  | 1 |
| 2 | 1 | 2 | 1 | 2 | 1 | 2 | 1 | 2 |
| 3 |  | 1 | 2 | 1,3 | 2 | , 1,3 | 2 | 1,3 |
| 4 | 1 | 2 | 1,3 | 2,4 | 1,3 | 2,4 | 1,3 | 2,4 |
| 5 |  | 1 | 2 | 1,3 | 2,4 | 1,3,5 | 2,4 | 1,3,5 |
| 6 | 1 | 2 | 1,3 | 2,4 | 1,3,5 | 2,4,6 | 1,3,5 | 2,4,6 |

$$
\begin{aligned}
& A \begin{array}{|l|l|l}
\hline a \mathrm{~g} & \mathrm{a} & \mathrm{~g} \\
\cline { 1 - 2 } & \mathrm{~g}
\end{array} \\
& B \mathrm{c} \mathrm{t} \mathrm{c} \mathrm{t} \mathrm{c} \mid \mathrm{t} \mathrm{c} \mathrm{t}
\end{aligned}
$$

Figure 7: The inversion set for $A=$ agagag and $B=\mathbf{c t c t c t c t}$. For example, $I_{3,6}=\{1,3\}$, where $A_{1.3}=\overline{B_{4 . .6}}$ and $A_{3 . .3}=$ $\overline{B_{6 . .6}}$.

Proof. $N(i)=(m-i+1)(n-i+1)$, for $1 \leq i \leq \min \{m, n\}=m$. The number of all substring pairs is $\sum_{i=1}^{m} N(i)=\sum_{i=1}^{m}(m-i+1)(n-$ $i+1)=\sum_{i=1}^{m}[m-(i-1)][n-(i-1)]=\sum_{i=1}^{m}[m n-(m+n) i+(m+n)+(i-$ $\left.1)^{2}\right]=m^{2} n-(m+n) \frac{m(m+1)}{2}+(m+n) m+\frac{(m-1) m(2 m-1)}{6}=\mathrm{O}\left(m^{2} n\right)$.

Figure 7 shows the elements in every inversion set for $A=$ agagag and $B=$ ctctctct. There are totally 68 inversions in this example. The value of $K$ is the maximum when every substring pair is an inversion. Accordingly, the time complexity of Algorithm 2 is $\mathrm{O}(m n+K)=\mathrm{O}\left(m^{2} n\right)$ in the worst case.

Theorem 2. Given two sequences over alphabet $\Sigma$ with lengths $m$ and $n$, the average number of inversions $K=O\left(\frac{m n}{\sigma}\right)$, where $\sigma=|\Sigma|$.

Proof. To estimate the average value of $K$, it is assumed that each character appearing at every string position is independent and random. We have to consider the probability whether a substring pair is an inversion or not. The probability that a substring pair with length $\ell$ is an inversion is $\left(\frac{1}{\sigma}\right)^{\ell}$. The expected number of inversions with length $\ell$ is $\frac{N(\ell)}{\sigma^{\ell}}$. Then, the average value of $K$ equals to $\sum_{i=1}^{m} \frac{N(i)}{\sigma^{i}}=\sum_{i=1}^{m} \frac{(m-i+1)(n-i+1)}{\sigma^{i}} \leq \sum_{i=1}^{m} \frac{m n}{\sigma^{i}}=\frac{m n}{\sigma^{m}} \sum_{i=1}^{m} \sigma^{m-i}=$ $\frac{m n}{\sigma^{m}} \times \frac{\sigma^{m}-1}{\sigma-1}=\mathrm{O}\left(\frac{m n}{\sigma}\right)$.

According to Theorem 2, the average time complexity of Algorithm 2 is $\mathrm{O}(m n)$.

Finally, we perform an experiment with random sequences to illustrate the efficiency of our algorithms in the real execution. The execution time of our algorithms is shown in Table 1 and Figure 8. The two input sequences are randomly generated with the same length from 200 to 2000.

## 6 CONCLUSION

In this paper, we define the edit distance with non-overlapping inversion (EDI) problem, which involves four operations, including insertion, deletion, replacement and inversion. The used operations

Table 1: The execution time of our algorithms in seconds.

| String length | Algorithm 1 (brute-force) | Algorithm 2 (improved) |
| :---: | :---: | :---: |
| 200 | 0.035 | 0.002 |
| 400 | 0.254 | 0.009 |
| 600 | 0.819 | 0.019 |
| 800 | 1.903 | 0.034 |
| 1000 | 3.655 | 0.053 |
| 1200 | 6.253 | 0.077 |
| 1400 | 9.889 | 0.105 |
| 1600 | 15.027 | 0.134 |
| 1800 | 20.779 | 0.17 |



Figure 8: The execution time of our algorithms.
cannot overlap one another. We first present a brute-force algorithm for EDI with $\mathrm{O}\left(m^{2} n\right)$ time. Then, we propose an efficient algorithm for the EDI problem which relies on the common proper prefixsuffix. The time complexity of the algorithm is $\mathrm{O}(m n+K)$, where $K$ is the number of all inversions between two sequences. Although the time complexity is $\mathrm{O}\left(m^{2} n\right)$ in the worst case, the average time complexity is $\mathrm{O}(m n)$.

In the future, we may add transposition or other special operations for DNA sequences into the problem. We hope that our algorithm could not only discover the appropriate similarity between DNA sequences but also calculate the similarity efficiently.
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