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ABSTRACT

In this paper, we propose an elegant method, based on ma-
chine learning, for the flower classification. There are three
stages in our method. The process begins with segmenting
the flower images and removing their backgrounds. Then,
we extract the features from the foreground, including color
features and texture features. Finally, we train the SVM (sup-
port vector machine) models and Adaboost models with sev-
eral feature combinations. The experimental material comes
from the Oxford-102 category flower dataset. Our proposed
feature, named the profile feature, improves about 2% ac-
curacy in the SVM model and about 3% in our ensemble
model. It outperforms all models without deep-learning (Ten-
sorFlow inception-v3 model). The proposed profile feature
comes from the flower recognition of human, such as num-
ber of petals, colors and edges of a flower. Our best result
is 83.57% in accuracy, which is obtained by aggregating sev-
eral classification models with inception-v3 model. The size
of the profile feature is 26 words (1 word = 32 bits), and the
other features in SVM have size thousands of words. Note
that a full image (200×200) with size thirty thousands words
is used in inception-v3 model. Thus, the proposed profile fea-
ture is very effective in storage size for improving the classi-
fication accuracy.

Index Terms— Flower Classification, Segmentation,
Feature Extraction, Profile Feature, SVM, Adaboost,
Inception-v3 Model.

1. INTRODUCTION

In our daily life, there is a variety of flowers everywhere,
but it is a pity that sometimes we cannot tell what kinds of
flowers they are. To recognize these flowers, one may go
through many books and conduct some survey. It may be
time-consuming for recognizing flowers manually. However,

the story may be different if the task can be solved by comput-
ers or mobile devices automatically. One no longer needs to
know all kinds of flowers; instead, a computer can be trained
to do the same work.

In this paper, two kinds of features, color and texture, are
used to perform the flower classification work. Color features
consist of HSV (hue, saturation and value) [1, 2] histogram
and CIELAB [3] histogram; texture features contain SIFT
(scale-invariant feature transform) [4, 5], SURF (speeded up
robust features) [6, 7] and our proposed features, named ”Pro-
file”. The profile features include the ratio of the longest
length and shortest length of a flower, number of petals, color
set of a flower center and edge of a flower and moment fea-
ture. We use various combinations of the above features
for training a good flower classification model. Finally, we
achieve 83.57 % accuracy on Oxford-102 flowers dataset [8].

This paper is organized as follows. We introduce the rel-
evant research of image classification in Section 2, and our
method is presented in Section 3. Our experiments are shown
in Section 4. Finally, our conclusion is given in Section 5.

2. PRELIMINARIES

Nilsback and Zisserman [9] proposed a flower classification
method in 2008. They used some various combinations of
features to improve the classification accuracy and obtained
a good performance. Before extracting features, they divided
each flower image into flower and background regions. Then
they extracted the HSV, HOG (histogram of oriented gradi-
ents) [10] and SIFT descriptors. Finally, they trained a clas-
sification model with SVM [11, 12] and got the classifica-
tion accuracy 72.8% on Oxford-102 flowers dataset. In 2009,
Nilsback [13] added CLAY (color layout) feature and HLAY
(HOG layout) feature to improve their method. He trained
a classification model like the previous method and finally
achieved 76.3% accuracy on Oxford-102 flowers dataset.



In 2010, Ito et al. [14] proposed a method based on
HOG and co-occurrence features. The co-occurrence fea-
ture is usually more effective than the single feature because
the co-occurrence feature of two events provides more in-
formation. For example, a color histogram shows the fre-
quency of each color only, while the co-occurrence color his-
togram provides the frequency of co-occurrence of pairs of
colors. They proposed three features based on co-occurrence
feature, color-CoHoG (color-co-occurrence histogram of ori-
ented gradients), CoHED (co-occurrence between edge ori-
entation and color difference) and CoHD (co-occurrence his-
togram of pairs of edge orientations and color difference).
Then they trained a LIBLINEAR [15] model with these three
features and achieved 74.80% accuracy on Oxford-102 flow-
ers dataset.

In 2011, Chai et al. [16] proposed a co-segmentation
method, BiCoS (bi-level co-segmentation). Segmentation is
an important step in image classification. Segmentation fo-
cuses on the object and improves the accuracy by removing
the noise in the image. They used the GrabCut [17, 18, 19]
method to segment an image into foreground and background
regions. Every superpixel is assigned a label with either fore-
ground or background. They collected all superpixel labels
and trained a linear SVM to recognize the attribute of a re-
gion, either foreground or background. They generated the
BOW (bag-of-words) histogram of Lab color and SIFT fea-
tures. They trained an SVM model with the two features and
achieved 80.00% accuracy on Oxford-102 flowers dataset.

In 2013, Angelova et al. [20] proposed an efficient object
detection and segmentation method. They used RGB (red,
green and blue) and HOG as features to train the SVM model
for dividing an image into foreground and background re-
gions. Then they used the same features from foreground re-
gions to train the SVM classifier and finally achieved 80.66%
accuracy on Oxford-102 flowers dataset.

Later in the recent years, deep learning is more mature
and often gives people a surprising result. Contrast to tradi-
tional methods, deep learning focuses on the architecture of
neural network and the computation. In 2015, Yoo et al. [21]
proposed a multi-scale pyramid pooling method for better uti-
lization of neural activations from a pre-trained CNN (convo-
lution neural network). They achieved 91.28% accuracy on
Oxford-102 flowers dataset.

In 2016, Liu et al. [22] trained a CNN model to solve
the problem of flower classification. The architecture of their
CNN model contains eight layers with weights. The first five
layers are convolutional layers and the rest layers are fully-
connected layers. They used local response normalization,
overlapping pooling and dropout method to improve the accu-
racy of flower classification. They achieved 84.02% accuracy
on Oxford-102 flowers dataset.

In 2017, Xia et al. [23] used the transfer learning to train
the inception-v3 model [24, 25] to classify the flowers. They
achieved 94.00% accuracy on Oxford-102 flowers dataset.

Though the recent methods based on deep-learning or
TensorFlow for flower classification may achieve an excellent
accuracy, these methods need more data and time for training
their models, and may not be so practical in some cases.

3. THE PROPOSED ALGORITHM

In this section, we present our method in which the profile fea-
ture is added. The size of the profile feature is 26 words only,
but it increases the flower classification accuracy about 2% in
the SVM model and about 3% in the ensemble model. The
improvement is effective with such little increment in feature
size. The method is divided into three stages, including im-
age segmentation, feature extraction and classification model
training.

3.1. Image Segmentation

Before extracting the features, the segmentation process is to
partition each image into the foreground and background re-
gions, and then remove the background region. We utilize the
GrabCut [17] algorithm in OpenCV [26] to extract the fore-
ground region. The GrabCut [17] algorithm needs a boundary
rectangle that encloses the foreground. The detailed process
is presented as follows.

Step 1: We set the initial rectangle as the whole image. That
is, its four boundary lines are placed on the top, left,
bottom and right of the image. For each boundary, the
similarity from the current line to its next inner line by
means of RGB colors is calculated. If the similarity is
less than a threshold, it means that there is significant
difference and the search process stops for this bound-
ary. On the other hand, the search process goes on by
shifting the boundary line toward the inner part. After
the process has been carried out on the four boundary
lines, a shrunk rectangle that covers the foreground is
obtained.

Step 2: We build the second rectangle by extension starting
from the center point. We use Laplacian zero crossing
method to locate the boundaries in the image. For each
direction, we find the most appropriate candidates. We
then get a rectangle by combining these points.

Step 3: We average the two rectangles obtained in Steps 1
and 2 to get a refined rectangle for representing the
boundary of the foreground region.

Step 4: The GrabCut program in OpenCV is applied to ex-
tract the foreground region with the boundary rectan-
gle.

Figure 1 shows an example for illustrating the segmenta-
tion process.



Fig. 1. The image segmentation process. (a) An original im-
age. (b) The boundary of the foreground region. (c) The result
of segmentation.

Table 1. The feature sets used in this paper and their sizes (in
words). The various sizes of a feature set are obtained with
different scales. 1 word denotes 32 bits.

Feature name Size 1 Size 2 Size 3 Size 4
HSV 692 346 180 90

CIELAB 768 384 192
SIFT 400
SURF 400
Profile 26
Whole image (200× 200× 3÷ 4) 30000 words

3.2. Feature Extraction

After an image is segmented, we extract the features from the
image. The features used in this paper are listed in Table 1.

For feature representation, we use the histogram to denote
the HSV feature and CIELAB feature. The values in HSV are
H, S, and V, where four different scales are used. For the first
size of HSV, the range of H is between 0 and 179; the range of
S is between 0 and 255; the range of V is between 0 and 255.
Thus, the first size, 692, is calculated with 180 + 256 + 256.
The second size, 346, is calculated with 90+ 128+ 128. The
third size, 180, contains only the H value. The last size, 90,
uses the H value only, whose dimension is reduced from 180
to 90.

Compared with the RGB color model, the CIELAB one
is closer to our eye perception. Connolly and Fleiss [3] pro-
posed an easy way to transform RGB values to CIELAB val-
ues. The values in the CIELAB color space are given as fol-
lows [3].

• L represents the luminance.

• a represents the color between green and red.

• b represents the color between blue and yellow.

For the first size of CIELAB, the range of the three values
is between 0 and 255. Thus, the first size, 768, is calculated
with 256 + 256 + 256. The second size, 384, is calculated
with 128 + 128 + 128, whose values are reduced from 256

to 128. The last size, 192, is calculated with 64 + 64 + 64,
whose values are reduced from 256 to 64.

Lowe proposed the scale-invariant feature transform
(SIFT) for image recognition, which has great effect for ob-
ject recognition, image stitching, 3D modeling, etc. [4, 5].
It consists of four main stages, including scale-space extrema
detection, key point localization, orientation assignment, and
key point descriptor.

Speeded up robust features (SURF) [6] is a local feature
detector and descriptor. It is claimed that SURF was designed
to improve SIFT, so SURF is similar to SIFT in several ways.
The algorithm is composed of four stages, including image in-
tegration, fast Hessian detection, orientation assignment and
key point descriptor.

We use the bag-of-words [5] histogram to represent SIFT
and SURF features. According to some primitive experi-
ments, we set the dictionary size as 400 for both SIFT and
SURF features. Inception-v3 model is an CNN model with
a scaled image as its input. We use the transfer learning to
transform the last layer to the Oxford-102 flower dataset. The
original image size is about 400 × 600 and the scaled im-
age size is 200 × 200. So, the input size of inception-v3 is
about 200 × 200 × 3 ÷ 4 = 30000 words (RGB and 4 bytes
per word). In Table 1, the unit of size is “word”, where one
“word” is represented by 4 bytes.

3.3. Profile Feature

We propose the profile feature to describe the entire flower in
the global view. We extract the contour of a flower image as
follows.

Step 1: After segmentation and removing background, If
there are more than one distinct object in an image, we
find the biggest one as the target. Then we calculate the
center point of the target.

Step 2: We calculate the distance from the center point to
every contour point from degree 0 to degree 359. Then
we get 360 contour distances.

Step 3: Find the first three longest distances l1, l2 and l3
among the 360 contour distances. And find first three
shortest distances s1, s2 and s3. Then calculate three
length ratios by s1+s2+s3

3l1
, s1+s2+s3

3l2
and s1+s2+s3

3l2
.

Figure 2 shows the steps of the above contour feature ex-
traction. We extract some features from the contour and orig-
inal image as the profile feature in the following. Table 2
shows the detailed size of each feature in the profile feature
set.

1. Color: The center point and contour have different colors
for some flowers, such as sunflower and pink primrose.
We use HSV and CIELAB (six values) to represent the
colors of center point and contour points. These values



Fig. 2. The extraction of the 360-dimensional contour fea-
ture. (a.) The center point marked by the red color. (b) The
distance from each contour point to the center illustrated by
the red lines. (c.) The time series data constructed from the
360 normalized contour distances.

Table 2. The size of the profile feature.

Feature name Size (word)
Color 12

Length 3
Hu’s moment 7

Similarity 3
Petals 1
Total 26

of the center point are got by averaging 3× 3 subimage
in the center. These values of the contour points are
obtained by averaging all contour points with thickness
3 pixels.

2. Length: The three length ratios are got from the above
contour feature.

3. Hu’s moment [27]: We use the Hu’s seven moments to
describe the shape of flower. The moments are nor-
malized with respect to the geometric moments and are
arranged with respect to its center, so the moments have
the attributes of scale and rotation invariance.

4. Similarity between the flower shape and a circle:
Some flowers are circular in shapes but some are not.
We extract the longest, shortest and average contour
distances. Next, use these three distances as radiuses
to calculate three circle areas. Then compute the
three ratios from the three circle areas and the flower
area. These three area ratios are viewed as the shape
similarities heuristically.

5. Number of petals: We get the number of petals according
to the contour of flower.

3.4. Classification Models

After finishing the features extraction, the subsequent work
is to train classification models, SVM [11, 12] and Adaboost

Table 3. The SVM parameters used in this paper.

Parameter Value
SVM-type C-SVC

kernel Radial basis function
cost 1 to 100
γ 0.01 to 1

Table 4. The parameters of Adaboost used in this paper.

Parameter Value
classifier Random forest

numiterations 10 to 20
weightThreshold 50 to 100

[28, 29, 30, 31, 32, 33, 34, 35], with these features. We then
classify all testing flower images and calculate the classifica-
tion accuracy.

Among all SVM software tools, LIBSVM [12] is widely
used in academic researches. In this paper, we invoke LIB-
SVM to build SVM models. We try several parameter com-
binations for the SVM classifiers. Table 3 shows the range of
the SVM parameters.

Boosting [35] is a method for creating a highly accurate
predication model by combining several weak and inaccurate
learning methods. In 1996, Freund and Schapire [28] pro-
posed the Adaboost [28, 29, 30, 31] method. Adaboost is an
abbreviation of “Adaptive Boosting”, which means that the
error yielded from the previous classifier can be used to train
the next classifier. Table 4 shows the parameters of Adaboost.

4. EXPERIMENTAL RESULTS

In this section, we show our experimental results. These ex-
periments were performed on a PC equipped with an Intel(R)
Core(TM) i5-2400 CPU 3.10GHz and 20G RAM. Our exper-
imental dataset is the Oxford-102 flower dataset, containing
totally 8189 labeled images in 102 categories, in which each
category has 40 to 258 images. Figure 3 lists the 102-category
flowers.

To evaluate the classification accuracy, we divide the
dataset into three datasets, the training, validation and testing
datasets. There are 10 images in each category for training,
10 images in each category for validation and the rest of the
images for testing. We use the validation set to tune the pa-
rameters in our experiments, as shown in Table 3 and Table 4.
Then the above process is repeated for 100 times.

The accuracy is defined as the ratio of correct classifi-
cations over the total number of classifications. And, in the
following tables, each classification accuracy is the average
of 100 experimental results. Table 5 shows the accuracies
of SVM, Adaboost and inception-v3 with various features.



Fig. 3. The Oxford-102 flower dataset.

Table 5. The accuracies of SVM, Adaboost and inception-v3
with various features.

Feature
name

Size
(word)

Accuracy

SVM Adaboost
Inception-

v3

CIELAB 384 29.27% 43.25% -
HSV 90 21.43% 33.16% -
SIFT 400 49.04% 28.51% -
SURF 400 54.91% 35.72% -
Whole
image

30000 - - 77.48%

Profile 26 30.25% 34.59% -

Compared with other features, the size of the proposed profile
feature is tiny. The accuracy of the profile feature is compa-
rable to other features, except Inception-v3, with larger size.

Table 6 shows the accuracies of various feature sizes clas-
sified by SVM. Table 7 shows accuracies of various feature
sizes classified by SVM and Adaboost with the weighted vote.
The item inside parenthesis denotes the feature name, where
in front of the parenthesis is classifier name, and the number
following the feature is its size (dimension). For example,
“Adaboost(CIELAB384)” means that we use CIELAB with
size 384 to train an Adaboost model.

In Table 6, “with profile” means that the profile feature
and other features are combined together as an integrated fea-
ture within an SVM classifier, represented as the “&” opera-
tor. In Table 7, “with profile” means that the profile feature
is used in an individual SVM, and the classification results
are obtained by the weighted vote manner from several clas-
sifiers, represented as the “+” operator. That is, each flower
class j of a classifier i is assigned a class weight wij , which
is given by the classification accuracy during the training pro-
cess. In Tables 6 and 7, “ with inception-v3” is combined by
the “+” operator with other classifiers.

During the classification stage, for a testing image I , a
classifier i exports a class label j as well as its associated
probability pij . Then, the classified label of I is obtained by
the following weighted vote.

classified label of I = argmax
j

(
∑
i

wij × pij). (1)

In Table 6, the SVM model without inception-v3 model
can be improved about 1.8% accuracy if we add the pro-
file feature. Furthermore, the SVM model with inception-
v3 model can be improved about 0.8% accuracy with the
profile feature. In Table 7, our ensemble method without
inception-v3 model can be improved about 2.9% accuracy
with the profile feature. Additionally, our ensemble method
with the profile feature and inception-v3 model can be im-
proved about 0.5% accuracy. Table 8 shows the highest ac-



Table 6. The accuracies of various feature sizes classified by
SVM. Here, “&” means feature combination.

No. Classifiers

Accuracy
without

incpetion-v3
with

inception-v3
without
profile

with
profile

without
profile

with
profile

1
SVM(CIELAB768&
HSV692&SIFT400&
SURF400)

67.21% 69.00% 81.34% 82.18%

2
SVM(CIELAB768&
HSV346&SIFT400&
SURF400)

67.48% 69.26% 81.46% 82.29%

3
SVM(CIELAB768&
HSV180&SIFT400&
SURF400)

67.52% 69.44% 81.58% 82.32%

4
SVM(CIELAB768&
HSV90&SIFT400&
SURF400)

67.60% 69.57% 81.67% 82.46%

5
SVM(CIELAB384&
HSV692&SIFT400&
SURF400)

68.39% 69.83% 81.81% 82.56%

6
SVM(CIELAB384&
HSV346&SIFT400&
SURF400)

68.42% 70.12% 82.03% 82.67%

7
SVM(CIELAB384&
HSV180&SIFT400&
SURF400)

68.45% 70.19% 82.19% 82.79%

8
SVM(CIELAB384&
HSV90&SIFT400&
SURF400)

68.56% 70.33% 82.34% 83.01%

9
SVM(CIELAB192&
HSV692&SIFT400&
SURF400)

67.37% 69.23% 81.49% 82.24%

10
SVM(CIELAB192&
HSV346&SIFT400&
SURF400)

67.48% 69.37% 81.57% 82.43%

11
SVM(CIELAB192&
HSV180&SIFT400&
SURF400)

67.52% 69.46% 81.63% 82.52%

12
SVM(CIELAB192&
HSV90&SIFT400&
SURF400)

67.65% 69.64% 81.77% 82.63%

curacy of the ensemble combined from several classifiers and
other researches.

The profile feature is effective and compatible to other
feature with larger size, such as HSV or CIELAB. We think
that the profile feature is useful in some aspects. First, the
colors in the profile feature are practical, since many flow-
ers have different colors in the center and the contour. We use
this characteristic to classify these flowers and return good re-
sults. Second, the number of petals in a flower is an obvious
feature since different types of flowers usually have different
numbers of petals.

5. CONCLUSIONS AND FUTURE WORK

The inception-v3 model proposed by Xia et al. [23] can
achieve a very high accuracy of 94%. However, in our im-
plementation, we cannot achieve such high accuracy. We get
only 77.48%, as shown in Table 5. We think that more param-
eters in inception-v3 need to be tuned.

In this paper, we achieve the acceptable accuracy of
83.57% and outperforms all methods without deep-learning.
We propose an effective feature, named the “Profile” feature.
The “Profile” feature subset itself is not very prominent, but
it contains some complement information and thus may im-
prove classification accuracy when combining with other fea-
tures.

In the future, we may improve our method in three possi-
ble ways. First, we may segment other profile features such

Table 7. The accuracies of various feature sizes classified
by SVM and Adaboost. Here, “+” means the combination of
classification results with the weighted vote.

No. Classifiers

Accuracy
without

incpetion-v3
with

inception-v3
without
profile

with
profile

without
profile

with
profile

1

Adaboost(CIELAB768)+
Adaboost(HSV692)+
SVM(SIFT400)+
SVM(SURF400)

53.26% 56.41% 82.31% 82.89%

2

Adaboost(CIELAB768)+
Adaboost(HSV346)+
SVM(SIFT400)+
SVM(SURF400)

53.47% 56.54% 82.39% 82.94%

3

Adaboost(CIELAB768)+
Adaboost(HSV180)+
SVM(SIFT400)+
SVM(SURF400)

53.51% 56.73% 82.47% 83.00%

4

Adaboost(CIELAB768)+
Adaboost(HSV90)+
SVM(SIFT400)+
SVM(SURF400)

53.66% 56.92% 82.53% 83.07%

5

Adaboost(CIELAB384)+
Adaboost(HSV692)+
SVM(SIFT400)+
SVM(SURF400)

54.01% 56.86% 82.76% 83.21%

6

Adaboost(CIELAB384)+
Adaboost(HSV346)+
SVM(SIFT400)+
SVM(SURF400)

54.23% 56.95% 82.88% 83.34%

7

Adaboost(CIELAB384)+
Adaboost(HSV180)+
SVM(SIFT400)+
SVM(SURF400)

54.39% 57.14% 82.94% 83.39%

8

Adaboost(CIELAB384)+
Adaboost(HSV90)+
SVM(SIFT400)+
SVM(SURF400)

54.58% 57.33% 83.09% 83.57%

9

Adaboost(CIELAB192)+
Adaboost(HSV692)+
SVM(SIFT400)+
SVM(SURF400)

53.60% 56.52% 82.43% 82.95%

10

Adaboost(CIELAB192)+
Adaboost(HSV346)+
SVM(SIFT400)+
SVM(SURF400)

53.72% 56.58% 82.51% 83.04%

11

Adaboost(CIELAB192)+
Adaboost(HSV180)+
SVM(SIFT400)+
SVM(SURF400)

53.84% 56.67% 82.75% 83.25%

12

Adaboost(CIELAB192)+
Adaboost(HSV90)+
SVM(SIFT400)+
SVM(SURF400)

53.76% 56.65% 82.61% 83.18%

Table 8. The accuracies of various classifier combinations.

Method

Accuracy

Note
without

inception-v3
with

inception-v3
without
profile

with
profile

without
profile

with
profile

SVM(CIELAB384&
HSV90& SIFT400&
SURF400)

68.56% 70.33% 82.34% 83.01% -

AdaBoost(CIELAB384)+
AdaBoost(HSV90)+
SVM(SIFT400)+
SVM(SURF400)

54.58% 57.33% 83.09% 83.57% -

Nilsback and
Zisserman 2008 72.80%

HOG, HSV,
SIFT, SVM

Nilsback 2009 76.30%
CLAY, HLAY, HOG,

HSV, SIFT, SVM

Ito and Kubota
2010 74.80%

CoHED, CoHD,
Color-CoHOG,

Color histogram,
LIBLINEAR

Cha et al. 2011 80.00%
BiCoS-MT, Lab

color, SIFT, SVM
Angelova et al.

2013 80.66%
HOG, Liblinear

SVM, LLC

Yoo et al. 2015 91.28%
CNN, Fisher

kernel

Liu et al. 2016 84.02%
CNN,

Luminance map
Saliency map

Xia et al. 2017 94.00%
Tensorflow,
Inception-v3



as petals, calyxes or stamens. Then use shape or color to clas-
sify what the flower is. Second, we may adjust our ensemble
model by replacing the voting method. We may try the be-
havior knowledge space (BKS) to classify the flowers. Third,
we may put the extracted features of flowers into the neural
network for classification, instead of the whole flower image.
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