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#### Abstract

Given two sequences $A$ and $B$ of lengths $m$ and $n$ respectively, the longest common subsequence (LCS) problem is to find the common subsequence of both $A$ and $B$ with the maximum length. Traditionally, an LCS lattice is built, where $L C S_{i, j}$ represents the LCS length of $A_{1 . . i}$ and $B_{1 . . j}$. In this paper, we present a novel concept, the lost score matrix (LSM), for solving the LCS problem. $L S M_{i, j}$ is defined as the score that has been lost for calculating the LCS length of $A_{1 . . i}$ and $B_{1 . . j}$. Though the time complexity of our algorithm is $O(m n)$ in the worst case, our computation time is reduced if $A$ and $B$ are very similar. Besides, we can filter out quickly those sequences which are not so similar.


## 1 Introduction

It is crucial to measure the similarity of two sequences in many applications, such as voice recognition, pattern matching, plagiarism detection and computational biology. The longest common subsequence $[2-7,11,12]$ problem and the edit distance $[1,10]$ problem are often applied to the similarity measurement of two sequences and they have been extensively studied for several decades.

Given two sequences $A$ and $B$, with lengths $m$ and $n$ respectively, where $m \leq n$, the longest common subsequence (LCS) problem is to find the common subsequence of both $A$ and $B$ with the maximum length. Here, a subsequence of sequence

[^0]$S$ is a sequence that can be obtained by deleting arbitrary number of elements at arbitrary positions of $S$.

Finding the minimum number of editing operations (insertion, deletion and substitution) to transform sequence $A$ into $B$ is defined as the edit distance problem [1, 10, 13]. If the cost of one insertion or one deletion is 1 , and the cost of one substitution is 2 (viewed as one insertion plus one deletion), then this special edit distance of two sequences $A$ and $B$ can be obtained by their LCS length with the formula $E=m+n-2 L$, where $E$ denotes the edit distance and $L$ denotes the LCS length.

To solve the alignment problem of DNA sequences or protein sequences, Needleman and Wunsch first defined the LCS problem, and they designed a primitive algorithm for solving it [9]. The time complexity of the primitive algorithm is $O(m n(m+n))$. Then several improved algorithms were proposed. The most famous dynamic approach for solving the LCS problem was proposed by Hirschberg in 1975 [4]. The time complexity is $O(m n)$. Besides, Hirschberg also proposed a divide and conquer approach with $O(m n)$ time and $O(m+n)$ space. To reduce the computational time, Hunt and Szymanski collected the matching pairs of the two input sequences and then invoked the algorithm for solving the longest increasing subsequence problem [6]. The time complexity is $O((R+n) \log n)$ ), where $R$ denotes the number of matching pairs. Since only matching pairs are considered, this algorithm is more efficient if $R$ is small. On the other hand, if the two input sequences are very similar, then $R$ becomes large
and hence the efficiency decays dramatically.
To calculate the LCS of two similar sequences, Nakatsu et al. proposed an algorithm with time complexity $O(n(m-L))$ [8], where $L$ denotes the LCS length. As we can see, when the input sequences are similar, $L$ will be large and thus the required time becomes little. If we know in advance that the two input sequences are similar, the algorithm can run efficiently. However, if the sequence similarity is low, the algorithm will become inefficient.

Imagine the scenario that among a set of sequences, our goal is to find similar sequence pairs. In this scenario, we have no idea about the sequence similarity in advance. The LCS algorithm of Nakatsu et al. cannot be applied well since the similarity may be high, and may also be low. It is a dilemma for deciding whether the algorithm of Nakatsu et al. is used or not. Inspired by this scenario, in this paper, we propose a different idea for solving the LCS problem. Traditionally, the LCS algorithms are based on the concept that the gained score is accumulated gradually, and finally the gained score represents the similarity. On the contrary, we calculate the lost score of the two input sequences. Initially, the lost score is set to zero. And, the lost score is also increased gradually during the execution of the algorithm. With this idea, we can preset a threshold for determining whether two sequences are similar or dissimilar. When the lost score exceeds the threshold, the two sequences will become dissimilar and the algorithm terminates. In other words, once the algorithm decides that the two sequences are dissimilar, it no longer calculates the final LCS length and thus the computation time can be reduced. Besides, if the two sequences are similar, the LCS length can be found more quickly. Note that time complexity of our algorithm is still $O(m n)$ in the worst case.

The rest organization of this paper is as follows. In Section 2, some preliminaries are given. In Section 3, we present our lost score scheme for solving the LCS problem. Finally, we give our conclusions in Section 4.

## 2 Preliminaries

A sequence $S$ is denoted by $s_{1} s_{2} s_{3} \ldots s_{l}$, and $|S|$ represents its length $(|S|=l) . \quad s_{i}$ denotes the $i$ th element of $S$. In addition, let $S_{i . . j}=$ $s_{i} s_{i+1} s_{i+2} \ldots s_{j}$ denote a substring from the $i$ th element to the $j$ th element of $S$.

Given two sequences $A=a_{1} a_{2} a_{3} \ldots a_{m}$ and $B=b_{1} b_{2} b_{3} \ldots b_{n}$ of lengths $m$ and $n$, respectively, where $m \leq n$. Let $L C S_{i, j}$ represent the LCS length of $A_{1 . . i}(1 \leq i \leq m)$ and $B_{1 . . j}(1 \leq j \leq n)$. The dynamic programming approach for calculating the LCS length [4] is given in Equation 1.

> Boundry Conditions
> $L C S_{i, j}=0$, if $i=0$ or $j=0$
> If $a_{i}=b_{j}$
> $L C S_{i, j}=L C S_{i-1, j-1}+1$

## Otherwise

$$
L C S_{i, j}=\max \left\{\begin{array}{l}
L C S_{i, j-1} \\
L C S_{i-1, j}
\end{array}\right.
$$

Table 1 shows an example of the LCS lattice for computing the LCS length of sequences $A=$ cecedec and $B=f e c d f d d e c$.

Table 1: The LCS lattice of sequences $A=$ cacadac and $B=$ bacdbddac.

|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | f | e | c | d | f | d | d | e | c |
| 0 |  | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 1 | c | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 2 | e | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 2 |
| 3 | c | 0 | 0 | 1 | 2 | 2 | 2 | 2 | 2 | 2 | 3 |
| 4 | e | 0 | 0 | 1 | 2 | 2 | 2 | 2 | 2 | 3 | 3 |
| 5 | d | 0 | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 3 | 3 |
| 6 | e | 0 | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 4 | 4 |
| 7 | c | 0 | 0 | 1 | 2 | 3 | 3 | 3 | 3 | 4 | 5 |

Nakatsu et al. proposed an algorithm with time complexity $\mathrm{O}(n(m-L))$ for solving the LCS problem [8], where $L$ denotes the LCS length of $A$ and $B$. In their paper, the closer $m$ and $L$ are, the quicker their algorithm will do. In other words, if two given sequences are very similar, the $L$ will be determined quickly.

We use an example to illustrate the algorithm of Nakatsu et al. Suppose sequences $A=$ cecedec and $B=$ fecdfddec, where $m=7$ and $n=9$. A simplified result of Nakatsu's algorithm is shown in Table 2. Here, we have modified their algorithm for ease of comparing with the traditional lattice.

The $y$ th element of round $x$ with value $z$ $\left(M_{x, y}=z\right)$ in Table 2 represents that the LCS length of $A_{1 . . x+y-1}$ and $B_{1 . . z}$ is $y$, where $B_{1 . . z}$ is
the shortest prefix of $B$ satisfying that. For example, $M_{1,3}=9$ since $B_{1 . .9}=f e c d f d d e c$ is the shortest prefix of $B$ that has a common subsequence of length 3 with $A_{1 . .1+3-1}=c e c$. As another example, $M_{2,3}=8$ since $B_{1 . .8}=$ fecdf dde is the shortest prefix of $B$ that has a common subsequence of length 3 with $A_{1 . .2+3-1}=$ cece.

It is easy to compute round 1 in Table 2. First, $a_{1}=c$, so the algorithm finds the first $c$ in $B$ which is $b_{3}$. Second, $a_{2}=e$, so the algorithm finds the first $e$ after $b_{3}$ in $B$ which is $b_{8}$. Then, $a_{3}=c$, the 3 rd element in round 1 is $b_{9}$. Now it is impossible to go any further. Thus, round 1 terminates.

Round 2 begins with $a_{2}=e$. The algorithm finds the first $e$ in $B$ which is $b_{2}$, and 2 is smaller than $M_{1,1}=3$, so $M_{2,1}=2$.

Round 3 starts with $a_{3}=c$. The first $c$ in $B$ is $b_{3}$, but 3 is larger than than $M_{2,1}=2$, so $M_{3,1}=2$. The final round (round 3 ) in Table 2 is $2,3,4,8,9$, which means that $b_{2} b_{3} b_{4} b_{8} b_{9}=e c d e c$ is the LCS of $A$ and $B$.

Table 2: A simplified result of sequences $A=$ cecedec and $B=f e c d f d d e c$ by using the algorithm of Nakatsu et al.

| round | 1 | 2 | 3 | 4 | 5 | (max length) |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 3 | 8 | 9 |  |  |  |
| 2 | 2 | 3 | 8 |  |  |  |
| 3 | 2 | 3 | 4 | 8 | 9 |  |

## 3 Lost Score Matrix

In this section, we propose the lost score matrix (LSM) to denote the score that has been lost at position $(i, j)$ of the lattice for calculating the LCS length of sequences $A$ and $B$. It is clear that the possible maximum LCS length of $A$ and $B$ at position $(i, j)$ is $L C S_{i, j}+\min (m-i, n-j)$. Here, $L C S_{i, j}$ means the accumulated LCS length and $\min (m-i, n-j)$ means the possible maximum length we may get in the future. Accordingly, the definition of LSM of $A_{1 . . i}$ and $B_{1 . . j}$, denoted as $L S M_{i, j}$, is given in Equation 2.

$$
\begin{equation*}
L S M_{i, j}=m-L C S_{i, j}-\min (m-i, n-j), \tag{2}
\end{equation*}
$$

where $|A|=m,|B|=n$ and $m \leq n$.
By the above definition, we illustrate an example of LSM as shown in Table 3, which uses the same example as Table 1.

Table 3: The LSM of sequences $A=$ cecedec and $B=f e c d f d d e c$.

|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | f | e | c | d | f | d | d | e | c |
| 0 |  | 0 | 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | c | 1 | 1 | 1 | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| 2 | e | 2 | 2 | 1 | 1 | 1 | 2 | 3 | 4 | 4 | 5 |
| 3 | c | 3 | 3 | 2 | 1 | 1 | 1 | 2 | 3 | 4 | 4 |
| 4 | e | 4 | 4 | 3 | 2 | 2 | 2 | 2 | 3 | 3 | 4 |
| 5 | d | 5 | 5 | 4 | 3 | 2 | 2 | 2 | 2 | 3 | 4 |
| 6 | e | 6 | 6 | 5 | 4 | 3 | 3 | 3 | 3 | 2 | 3 |
| 7 | c | 7 | 7 | 6 | 5 | 4 | 4 | 4 | 4 | 3 | 2 |

Though the definition of LSM is based on the LCS length, we invoke dynamic programming to compute LSM directly, without the LCS information. "The procedure for calculating the $L S M_{i, j}$ is given as follows.

## Boundry Conditions

$$
\begin{aligned}
& L S M_{i, 0}=i, 0 \leq i \leq m \\
& L S M_{0, j}=\max (0, j-n+m), 1 \leq j \leq n \\
& \text { If } a_{i}=b_{j} \\
& L S M_{i, j}=L S M_{i-1, j-1}
\end{aligned}
$$

Otherwise

$$
\begin{align*}
& X=(m-i)-(n-j) \\
& L S M_{i, j}=\left\{\begin{array}{ll}
\min \begin{cases}L S M_{i, j-1} \\
\min \left\{\begin{array}{l}
i-1, j
\end{array}\right. \\
\min \left\{\begin{array}{l}
\text { if } X<0 \\
L S M_{i, j-1} \\
L S M_{i-1, j} \\
L S M_{i, j-1}+1 \\
L S M_{i-1, j}
\end{array}\right. & \text { if } X=0\end{cases} \\
\hline \begin{array}{l}
\text { if } X>0
\end{array}
\end{array} . \begin{array}{l}
\end{array}\right. \tag{3}
\end{align*}
$$

The correctness is given in the following theorem.

Theorem 1. Equation 3 correctly calculates the LSM defined by Equation 2.

Proof. With Equations 1 and 2, we have following.

## (i) Boundary Conditions

$L C S_{i, j}=0$ when $j=0$, and $\min (m-i, n)=m-i$ because $m \leq n, 0 \leq i \leq m$. We have
$L S M_{i, 0}=m-0-\min (m-i, n)$ $=m-0-(m-i)=i, 0 \leq i \leq m$.
$L C S_{i, j}=0$ when $i=0$.
$\min (m, n-j)= \begin{cases}m & 0 \leq j \leq n-m \\ n-j & n-m+1 \leq j \leq n\end{cases}$
$L S M_{0, j}=m-0-\min (m, n-j)$
$=\max (0, j-n+m), 1 \leq j \leq n$.
(ii) If $a_{i}=b_{j}$
$L C S_{i, j}=L C S_{i-1, j-1}+1$.
$L C S_{i-1, j-1}$
$=m-L S M_{i-1, j-1}-\min (m-(i-1), n-(j-1))$.
$L S M_{i, j}=m-\left(L C S_{i-1, j-1}+1\right)-\min (m-i, n-j)$
$=m-\left(m-L S M_{i-1, j-1}-\min (m-(i-1), n-\right.$
$(j-1))+1)-\min (m-i, n-j)$
$=L S M_{i-1, j-1}$.

## (iii) Otherwise

$L S M_{i, j}$
$=m-\max \left\{\begin{array}{l}L C S_{i, j-1} \\ L C S_{i-1, j}\end{array}-\min (m-i, n-j)\right.$
$=\min \begin{cases}L S M_{i, j-1}+\left\{\begin{array}{ll}0 & \text { if } m-i \leq n-j \\ 1 & \text { if } m-i>n-j \\ 0 & \text { if } m-i \geq n-j \\ 1 & \text { if } m-i<n-j\end{array}\right\} M_{i-1, j}+\left\{\begin{array}{ll}\end{array} \text { in }\right.\end{cases}$
$= \begin{cases}\min \begin{cases}L S M_{i, j-1} & \text { if } m-i<n-j \\ \min \begin{cases}L S M_{i-1, j}+1\end{cases} \\ \min \begin{cases}i, j-1\end{cases} & \text { if } m-i=n-j \\ L S M_{i-1, j} & \\ L S M_{i, j-1}+1 \\ L S M_{i-1, j}\end{cases} & \text { if } m-i>n-j\end{cases}$

Therefore, this theorem holds.

The traditional order for calculating the LCS lattice usually uses the row-major order or the column-major order. If we follow the traditional order, we have to compute the whole LSM. Observing the values in LSM of Table 3, one can find that the upper right part and the lower left need not be calculated, since the lost scores in these parts are too large to get the optimal LCS score. Thus, we can use the lost score order (LSO) to compute the elements in LSM. In this order, the lost scores are computed with the order from 0 to $m$.

By examining Equation 3, there is one fact that elements of value $k$ in LSM can only be derived from the elements of value $k-1$ or $k, 1 \leq k \leq m$. Since the elements of value 0 can only be derived from those elements of value 0 , and elements of value 1 can only be derived by elements of value 0 or 1 and so on, it is clear to see that LSO is right.

Our algorithm for computing $L S M_{m, n}$ with LSO is shown in Algorithm 1. Table 4 shows the

LSM calculation of sequences $A=$ cacadac and $B=b a c d b d d a c$ with LSO. Obviously, the higher similarity of sequences $A$ and $B$, the quicker Algorithm 1 will be.

Table 4: The LSM with LSO of sequences $A=$ cecedec and $B=f e c d f d d e c$. Elements with question marks mean that the answer $L S M_{m, n}$ has been obtained before those elements were computed.

|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  |  | f | e | c | d | f | d | d | e | c |
| 0 |  | 0 | 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 1 | c | 1 | 1 | 1 | 0 | 1 | 2 | $?$ | $?$ | $?$ | $?$ |
| 2 | e | 2 | 2 | 1 | 1 | 1 | 2 | 3 | $?$ | $?$ | $?$ |
| 3 | c | 3 | 3 | 2 | 1 | 1 | 1 | 2 | $?$ | $?$ | $?$ |
| 4 | e | 4 | $?$ | $?$ | 2 | 2 | 2 | 2 | 3 | $?$ | $?$ |
| 5 | d | 5 | $?$ | $?$ | $?$ | 2 | 2 | 2 | 2 | $?$ | $?$ |
| 6 | e | 6 | $?$ | $?$ | $?$ | $?$ | 3 | 3 | 3 | 2 | $?$ |
| 7 | c | 7 | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | $?$ | 2 |

## 4 Conclusion

In this paper, we propose a novel scheme, the lost score matrix, for solving the LCS problem. Though the improvement of time complexity may not be much, it is practical if sequences $A$ and $B$ are very similar, or if we desire to filter out those sequences which are not so similar. It should do a good job in plagiarism detection if we set lost score $k$ as our detecting threshold. The proposed algorithm can be easily modified to stop when the lost score is greater than $k$, which means that it is not a case of plagiarism.

The idea of the lost score is novel, however, the required computation time is not reduced so much. This is because the decision of the lost score order is heavy overhead. We are working on the decision scheme. In addition, we are also studying on the scheme that only matching pairs are calculated.
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